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ABSTRACT

The prevalence of “grass-fed” labeled food products 
on the market has increased in recent years, often com-
manding a premium price. To date, the majority of 
methods used for the authentication of grass-fed source 
products are driven by auditing and inspection of farm 
records. As such, the ability to verify grass-fed source 
claims to ensure consumer confidence will be important 
in the future. Mid-infrared (MIR) spectroscopy is wide-
ly used in the dairy industry as a rapid method for the 
routine monitoring of individual herd milk composition 
and quality. Further harnessing the data from individu-
al spectra offers a promising and readily implementable 
strategy to authenticate the milk source at both farm 
and processor levels. Herein, a comprehensive com-
parison of the robustness, specificity, and accuracy of 
11 machine-learning statistical analysis methods were 
tested for the discrimination of grass-fed versus non-
grass-fed milks based on the MIR spectra of 4,320 milk 
samples collected from cows on pasture or indoor total 
mixed ration–based feeding systems over a 3-yr period. 
Linear discriminant analysis and partial least squares 
discriminant analysis (PLS-DA) were demonstrated to 
offer the greatest level of accuracy for the prediction of 
cow diet from MIR spectra. Parsimonious strategies for 
the selection of the most discriminating wavelengths 
within the spectra are also highlighted.
Key words: Fourier-transform mid-infrared 
spectroscopy, cow diet, food authentication, machine 
learning

INTRODUCTION

Grass-fed dairy products are becoming more promi-
nent on the market, often demanding a premium price. 
Their popularity stems from consumer perceptions of 

enhanced naturalness, nutritional, environmental, and 
animal-welfare attributes of such products. Many of 
those claims have some basis in fact as pasture-derived 
milk products have been demonstrated to possess in-
creased levels of beneficial nutrients such as n-3 PUFA, 
vaccenic acid, and CLA, while having reduced levels 
of n-6 fatty acids and palmitic acid (Alothman et al., 
2019; Joubran et al., 2021). As a result of this growth in 
product demand, in some regions, farmers meeting the 
requirements to be certified as grass-fed milk produc-
ers often receive a premium price incentive. In recent 
years, some countries have implemented their own 
standards for grass-fed criteria, which is often unique 
to their region and practices (Joubran et al., 2021). As 
an example, in Ireland, the Irish grass-fed standard was 
recently established by Bord Bia, an Irish government 
organization whose role is promoting Irish agriculture 
products worldwide through monitoring the production 
and setting the standards. The Bord Bia grass-fed stan-
dard stipulates that for processors to be able to label 
their products as Bord Bia–verified grass-fed, the milk 
must average 95% grass-fed on a fresh weight basis, 
with the minimum acceptable grass-fed figure from 
individual herds being ≥90% (Bord Bia, 2021). The 
typical Irish dairy diet consists of 96% forage on a fresh 
matter basis, which is predominantly grazed pasture 
plus some grass silage in late autumn and early spring 
(O’Brien et al., 2018). It is thus expected that 99% 
of Irish dairy farms will meet the grass-fed threshold 
(Bord Bia, 2021).

Therefore, there is a need for the development of 
rapid technologies to distinguish grass-fed from non-
grass-fed dairy in an effort to enhance food security 
and consumer confidence. Several different methods 
have been demonstrated as being capable of distin-
guishing between grass-fed and non-grass-fed milk and 
dairy products including fatty acid profiling by GC 
coupled with flame ionization detection (O’Callaghan 
et al., 2017), nuclear magnetic resonance (O’Callaghan 
et al., 2017), Raman spectroscopy (Gómez-Mascaraque 
et al., 2020), and mid-infrared spectroscopy (MIRS; 
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Capuano et al., 2014; Klaffenböck et al., 2017). In gen-
eral, GC coupled with flame ionization detection and 
nuclear magnetic resonance are offline technologies that 
require samples to be extracted and prepared before 
analysis and, as such, are not rapid or high throughput 
forms of analysis compared with spectroscopic tech-
niques. Both Raman and MIRS technologies use the 
effect of light that passes through samples to provide 
information about the components of the samples. 
The implementation of proper methodologies for the 
authentication of grass-fed milk and dairy products will 
be highly beneficial for the future in terms of ensured 
consumer confidence, auditing purposes, and for valida-
tion of manufacturer claims.

The interest in MIRS technology has increased sig-
nificantly in recent years due to its low-cost, rapid, and 
nondisruptive analysis process. Mid-infrared spectros-
copy is widely used across the dairy industry for the 
prediction of general macronutrients and other traits 
such as fat, protein, lactose, and some fatty acids that 
can form the basis of milk payment to farmers. The 
knowledge that can be harvested from milk MIRS is 
ever evolving; for example, MIRS has been used to pre-
dict novel milk-related traits such as the coagulation 
properties of milk (Visentin et al., 2015; El Jabri et 
al., 2019), individual milk fatty acids (Soyeurt et al., 
2006; Bonfatti et al., 2017), as well as animal-related 
traits such as energy efficiency (McParland et al., 
2014), energy intake (McParland and Berry, 2016), and 
methane emissions (Dehareng et al., 2012). As reported 
by Capuano et al. (2014) and Klaffenböck et al. (2017), 
MIRS can also be a useful tool to discriminate between 
milks from cows fed different diets. Generally, to relate 
the MIRS spectra to regression and classification traits, 
partial least squares regression and partial least squares 
discriminant analysis (PLS-DA) are used, respectively. 
However, other novel statistical tools have produced 
promising results, showing potential usefulness when 
analyzing MIRS data (Frizzarin et al., 2021).

The objective of the present study is to gain some 
insights on the application of novel statistical methods 
by exploring and comparing their performances for the 
discrimination of milk from cows fed grass-based diets 
and cows fed with silages and concentrates. Therefore, 
in this study, different machine-learning methods, such 
as ridge regression (RR), least absolute shrinkage and 
selection operator (LASSO), elastic net (EN), several 
versions of discriminant analysis, random forest (RF), 
boosting decision trees, principal components linear re-
gression (PC-LR), and support vector machine, were 
considered to further improve the accuracy of predic-
tions of cow diet from MIRS. If highly accurate predic-
tions of cow diet solely based on the MIRS information 

were available, it would then be possible to integrate 
a rapid tool to existing routine analysis that increases 
the reliability of producer and consumer confidence 
toward grass-fed dairy products. Last, as a secondary 
objective of this study, the importance of the individual 
wavelengths in discriminating between different feed-
ing regimens was examined, which might help further 
explore the effect of the diet on the specific chemical 
characteristics of the milk (A. Casa, T. F. O’Callaghan, 
and T. B. Murphy, unpublished data).

MATERIALS AND METHODS

Data and Data Editing

Data used in this study originated from Teagasc 
Moorepark Dairy Research Farm (Fermoy, Co. Cork, 
Ireland) between May and August in 2015, 2016, and 
2017. A total of 120 Holstein-Friesian cows from differ-
ent parities were involved in the experiment across the 
years, with a mean number of 36 samples per cow, and 
with some of the cows participating in the experiment 
in more than 1 yr. Each year, 54 cows were randomly 
assigned to different dietary treatments for the entire 
lactation period. The treatment diets included grass 
(GRS), which consisted of cows maintained outdoors 
on a perennial ryegrass sward only, clover (CLV), 
where cows were maintained outdoors on a perennial 
ryegrass white clover sward (with an annual average 
clover content of 20%) only, and TMR, where cows 
were maintained indoors and fed with a single nutri-
tional mix containing grass silage, maize silage, and 
concentrates. Further information on the experimental 
design and dietary treatments have been described 
by O’Callaghan et al. (2016). The cows were milked 
twice daily (0730 and 1530 h), and a.m. and p.m. milk 
samples were collected once weekly from consecutive 
milkings and analyzed by a Pro-Foss FT6000 (FOSS). 
A total of 4,364 milk spectra were stored, comprising 
1,060 wavelengths in the region from 925 cm−1 and 
5,010 cm−1.

As a result of the nature of the systems and strong 
similarities from a compositional perspective, GRS and 
CLV classes have been merged together, thus originat-
ing a general pasture-based diet group. In fact, as a 
preliminary exploration of the data, partially acting 
as the motivation for the subsequent food authenticity 
analyses reported in the next sections, a linear discrimi-
nant analysis was been considered. Figure 1 provides 
a graphical illustration of the results obtained where 
the scatter plot of the spectra projections in the latent 
space spanned by the 2 discriminant functions is shown. 
This clearly shows how the GRS and CLV classes tend 
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to be more similar, whereas the spectral data seem to 
contain sufficient information to properly discriminate 
the pasture and the TMR groups.

For the purpose of this study only, milk samples pro-
duced between May and August (representing summer 
milk) each year were used for the analyses. The final 
data set consisted of 2,931 milk samples from pasture-
fed animals and 1,389 from TMR-fed animals. The 
spectra were provided in their transmittance values; 
thus, they have been transformed to absorbance by 
taking the log10 of the reciprocal of the transmittance 
value. The Mahalanobis distances from the center have 
been calculated for all the spectra using their first 8 
principal components (PC), as these explained 90% of 
the variability, and outlier spectra were deleted if their 
corresponding Mahalanobis distance from the center 
was greater than the 0.99 quantile of all the computed 
distances. After outlier removal, the data considered 
in the analyses comprised 4,261 spectra. The regions 
between 1,720 and 1,592 cm−1, between 3,698 and 2,996 
cm−1, and >3,818 cm−1 were discarded as high-noise-
level regions, resulting in 533 wavelengths used for the 
analyses. The final data set was then divided into train-
ing (60%, n = 2,502) and external validation data sets 
(40%, n = 1,759) using the groupdata2 package (Ol-
sen, 2020). To avoid potential overfitting issues, when 
multiple observations were available for one animal, all 
these observations were included either in the training 
or in the external validation data set.

All the analyses of the present paper were conducted 
in the R environment (https: / / www .r -project .org/ ). 

The code and the data are publicly available at https: / 
/ github .com/ AlessandroCasa/ DietDiscriminationProj.

Statistical Analyses

Eleven different classification methods were tested to 
classify the cow diet from milk spectra. These methods 
have been grouped according to their characteristics 
into the following 4 distinct groups: regularized logistic 
regression methods, discriminant analysis methods, en-
semble methods, and other methods. For a general re-
view of many of these techniques, readers may refer to 
Hastie et al. (2001). Some of these approaches require 
a careful tuning of parameters, possibly influencing 
the resulting performances. In the analyses conducted 
herein, these parameters have been typically selected 
by performing cross-validation on the training test un-
less otherwise specified.

Regularized Logistic Regression Methods. 
Regression models were estimated by optimizing a 
function that includes a penalty term that shrinks the 
estimates of the regression coefficients toward zero. 
This approach, also referred to as regularization, in-
duces a bias in the estimated parameters, but, at the 
same time, it reduces their variances. This possibly 
improves the general fit of the model, especially in 
settings such as the one faced in this work, where a 
large number of highly correlated variables have been 
measured. Although widely used in a linear regression 
framework, these approaches can be adopted, even with 
classification purposes in mind, by considering penal-
ized versions of logistic regression. In the following, we 
consider 3 different techniques, namely RR (Hoerl and 
Kennard, 1970), LASSO (Tibshirani, 1996), and EN 
(Zou and Hastie, 2005). The RR shrinks the param-
eters toward zero, but it does not yield estimates that 
are exactly equal to zero; therefore, all the wavelengths 
were included in the final model. On the other hand, 
the different penalization term in the LASSO allows 
regression coefficients to be equal to zero, and thus it 
automatically performs variable selection and leads to 
a gain in terms of interpretability. Last, EN represents 
a compromise between RR and LASSO, incorporating 
the main features of both the methods. On the one 
hand, this method tends to shrink the coefficients of 
correlated wavelengths toward each other, whereas 
on the other, it still provides indications about which 
wavelengths are useless for discrimination purposes.

Finally, because all these approaches include penaliza-
tion terms in the estimation procedure, the selection of 
1 or more tuning parameters, which govern the strength 
of the penalization itself, is required. These parameters 
must be carefully selected because they may strongly 
affect the results. The package glmnet (Friedman et al., 
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Figure 1. Scatter plot of the observed spectra projected on the 
space spanned by the two latent variables (LD1 and LD2) associ-
ated with the discriminant functions for milk from cows fed grass-only 
(GRS), grass-white clover (CLV), and a TMR from May to August in 
2015, 2016, and 2017. Different colors indicate different diet regimens.

https://www.r-project.org/
https://github.com/AlessandroCasa/DietDiscriminationProj
https://github.com/AlessandroCasa/DietDiscriminationProj
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2010) was used when considering these techniques in 
the following analyses.

Discriminant Analysis Methods. Discriminant 
analysis provides a proper approach to classification 
where each different class in the data is described by a 
distinct statistical distribution. More specifically, dis-
criminant analysis strategies find combinations of the 
original variables that better separate the classes ob-
served in the data. These combinations are called dis-
criminant functions and they can subsequently be used 
as classifiers. Different strategies have been considered 
in the present work, such as linear discriminant analysis 
(LDA), model-based discriminant analysis (MB-DA; 
Bensmail and Celeux, 1996), PLS-DA, and variable-
selection LDA (VarSel-DA; Murphy et al., 2010). In 
the first method, the behavior in the different classes 
is assumed to be described via Gaussian distributions 
with the same covariance among the observed vari-
ables. As a consequence, the discriminative functions 
are a linear combination of the wavelengths. Model-
based discriminant analysis proposes a regularized 
modification of such a method, which is particularly 
useful when dealing with a high number of variables, 
by considering specific parsimony-inducing parametri-
zations of the class-specific covariance matrices. The 
PLS-DA performs discriminant analysis that considers 
new variables (i.e., factors) that are linear combina-
tions of the original wavelengths. The new variables are 
constructed via partial least squares (PLS; Garthwaite, 
1994), which is a dimension reduction method that 
builds the new features by exploiting both the spectral 
information and the information about the feeding regi-
men, thus detecting directions in the data space that 
best explain both. Last, VarSel-DA implements a pro-
cedure, originally introduced for the food authenticity 
framework, where the discriminant functions are built 
using a carefully chosen subset of wavelengths deemed 
to be the most relevant for classification purposes.

The R packages used to implement the mentioned 
approaches are MASS (Venables and Ripley, 2002) for 
LDA, mclust (Scrucca et al., 2016) for MB-DA, and 
caret (Kuhn, 2020) for PLS-DA, whereas VarSel-DA 
is not included in an R package and has been imple-
mented by one of the authors.

Ensemble Methods. The rationale behind these 
approaches consists of combining the strengths of a 
collection of base classifiers while simultaneously reliev-
ing their limits. In the present study, we considered 
RF (Breiman, 2001) and boosting (Freund and Scha-
pire, 1996); both of these approaches can be applied 
to improve many different methods. In this work, we 
considered classification trees (Breiman et al., 1984) 
as base classifiers. Random forests produce different 
predictions from multiple classification trees and then 

combines them into a final consensus classification. 
Classification tree methods partition the predictor 
space recursively into simple regions, beginning from a 
root node and creating branches determined by differ-
ent splitting rules based on the values of the predictors 
(here, the wavelengths). The terminal nodes of the tree, 
also called the leaves, represent class labels and are 
subsequently used to classify the spectra. Classification 
trees often produce low bias but highly variable pre-
dictions; however, by averaging predictions from many 
trees and considering a random sample of wavelengths 
when defining the splitting rules creating different 
branches, RF often overcome this issue and produce 
more accurate and stable results.

Boosting, different from RF, grows different trees 
sequentially on modified versions of the original data 
set. More specifically, at each stage of the algorithm, 
a tree is fitted to the residual obtained from the previ-
ously built tree. This enables improvement of the model 
fit and prediction in those areas of the predictor space 
where the performances of a single classification tree 
were poor.

The R package used to implement RF was random-
Forest (Liaw and Wiener, 2002). The number of trees 
to grow was set to 1,000, and p1/2 wavelengths were 
sampled as candidates at each split, with p being the 
total number of wavelengths; both of these parameters 
were user specified. For the boosting approach, the 
package ada (Culp et al., 2016) was used. The number 
of boosting iterations was fixed to 500, whereas the 
default settings were used for the other regularization 
parameters.

Other Methods. Some other methodologies, not 
falling into the categories outlined above, were used 
in this work. These include PC-LR, where a logistic 
regression model is fitted using the PC scores derived 
from the spectra as covariates instead of the original 
wavelengths. The PC, similar to what is done in the 
PLS framework, are built by detecting the directions in 
the data space that best explain the variability in the 
observed spectra. The major difference with respect to 
PLS is due to the fact that the relationship between the 
spectra and the information on the feeding treatments 
is not taken into account. In the analysis, the number of 
PC has to be carefully chosen; in this study, we selected 
it so that the newly built variables retained 95% of the 
variability of the original data.

Last, support vector machine (Cristianini and Shawe-
Taylor, 2000) was considered. This method enlarges 
the feature space using kernels and searches for linear 
boundaries among the classes in this space. In doing so, 
it easily allows the building of nonlinear boundaries in 
the original wavelength space, thus possibly resulting 
in a more flexible classifier. The R package used was 
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e1071 (Meyer et al., 2020), in which a radial kernel was 
used.

Measures of Classification Performance

The performance of all the classification tools men-
tioned above were evaluated considering different mea-
sures. In particular, the sensitivity (i.e., the proportion 
of samples from pasture diet correctly identified), the 
specificity (i.e., the proportion of samples from TMR 
diet correctly identified), and the accuracy (i.e., the 
overall proportion of samples correctly identified) were 
considered. Moreover, the F1 score was also considered. 
The F1 score is defined as F1 = 2TP/(2TP + FP + 
FN), where TP = true positive, FP = false positive, 
and FN = false negative, and where the pasture diet is 
treated as the positive class. This measure takes a value 
equal to 1 in the case of a perfect classification and 
a value equal to 0 when no samples coming from the 
pasture class are classified correctly. Last, we computed 
the Cohen’s kappa coefficient, which is defined, in the 
case of binary confusion matrices, as follows:

 κ = 2(TP × TN − FN × FP)/[(TP + FP)(FP + TN)  

+ (TP + FN)(FN + TN)], 

where TN = true negative. This coefficient accounts 
for possible agreement by chance between the true and 
the predicted diets, and it might be particularly useful 
in applications with imbalanced classes. It takes values 
from −1 to 1, with 1 indicating complete agreement, 0 
by chance agreement, and negative values showing that 
the agreement is worse than random. All the measures 
were computed on the external validation set to have 
a plausible evaluation of the generalization error for all 
the considered methods.

RESULTS

Classification Results

Table 1 summarizes the accuracy, sensitivity, speci-
ficity, F1 score, and Cohen’s kappa coefficient of the 
external validation set for all the methods tested. 
Linear discriminant analyses and PLS-DA had the 
greatest level of accuracy (0.968) as well as the greatest 
F1 score (0.975). Linear discriminant analysis also had 
the greatest specificity (0.980), whereas PLS-DA had 
the greatest sensitivity (0.962). The lowest accuracy 
was achieved by PC-LR (0.667), as well as the low-
est specificity (0.117) and the second lowest F1 score 
(0.790). Random forest had the lowest F1 score (0.781) 
and also had the lowest sensitivity (0.827). Specificity 
had greater variability than sensitivity, with a range 
of 0.863 and 0.135, respectively. Accuracy had greater 
variability with respect to the F1 score (range of 0.301 
and 0.194, respectively). The Cohen’s kappa coefficients 
values had a higher variability with respect to the other 
measures considered, showing that the performance of 
some of the methods (e.g., PC-LR, RF and boosting) 
were highly influenced by the unbalancedness in the 
number of observations belonging to the 2 classes.

Wavelength Selection

Figure 2 provides a graphical illustration of the 
wavelengths selected as more influential, according to 
the different methods, in discriminating milk samples 
from cows fed different diets. Some of the methods 
considered, such as LASSO, EN, and VarSel-DA, auto-
matically perform variable selection in their estimation 
procedure, thus providing a proper indication on the 
wavelengths deemed as more relevant. On the other 
hand, PLS-DA, RF, and boosting use all the observed 
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Table 1. Summary of the classification methods with the respective accuracy, sensitivity, specificity, F1 score, 
and Cohen’s kappa from the external validation set

Method1 Accuracy Sensitivity Specificity F1 score Cohen’s kappa

RR 0.880 0.933 0.779 0.911 0.730
LASSO 0.959 0.953 0.970 0.968 0.910
EN 0.951 0.946 0.960 0.962 0.890
LDA 0.968 0.961 0.980 0.975 0.930
MB-DA 0.964 0.959 0.972 0.972 0.920
PLS-DA 0.968 0.962 0.977 0.975 0.930
VarSel-DA 0.890 0.913 0.845 0.916 0.760
RF 0.696 0.827 0.447 0.781 0.290
Boosting 0.754 0.842 0.587 0.818 0.440
PC-LR 0.667 0.956 0.117 0.790 0.090
SVM 0.947 0.938 0.962 0.958 0.880
1RR = ridge regression; LASSO = least absolute shrinkage and selection operator; EN = elastic net; LDA = 
linear discriminant analysis; MB-DA = model-based discriminant analysis; PLS-DA = partial least squares 
discriminant analysis; VarSel-DA = variable-selection discriminant analysis; RF = random forest; PC-LR = 
principal components linear regression; SVM = support vector machine.
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variables to build their predictions. Nonetheless, these 
methodologies provide some measures of variable im-
portance that have been considered to provide some 
insights about the most influential wavelengths. More 
specifically, the wavelengths were ordered according to 
their variable importance scores, and the ones in the 
upper quartile (i.e., the 75th percentile) were selected. 
As a consequence, the number of variables displayed in 
Figure 2 for PLS-DA, RF, and boosting are the same 
across the methods and are equal to 134. In contrast, 
LASSO and EN selected 140 and 503 wavelengths, re-
spectively, whereas VarSel-DA was the most parsimoni-
ous, choosing a subset of 14 variables.

A post hoc analysis showed how some wavelengths 
tended to be selected as important from more than one 
of the methods considered, providing robust indications 
about which spectral regions are more influenced by 
the feeding regimen. In particular, the region spanning 
from 964.23 cm−1 to 1,469.49 cm−1 seemed to be par-
ticularly relevant, with 3 wavelengths in this interval 

being selected by all the methods (i.e., 968.09 cm−1, 
1,438.63 cm−1, and 1,465.63 cm−1).

DISCUSSION

The accurate prediction of cow diet is fundamental 
to support a system that promotes grass-fed products. 
In fact, in a market where grass-fed products can com-
mand greater prices, the origin of the products must 
be ensured, avoiding fraud. It is thus necessary to 
authenticate the grass-fed products in a rapid and low-
cost manner. Mid-infrared spectroscopy, combined with 
appropriate statistical tools, can provide these results.

Classification of the Diet

The suitability of MIRS spectra to predict cow 
diet has been tested by Klaffenböck et al. (2017) and 
Capuano et al. (2014), but with different purposes. 
Klaffenböck et al. (2017) used PLS regression to predict 
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Figure 2. Top panel: subset of observed mid-infrared milk spectra. Bottom panel: representation of the wavelengths selected as more relevant 
by different methods as listed on the y-axis. The gray-shaded areas represent the highly noisy and water-related wavelength regions, which have 
been removed from the analyses. VarSel-DA = variable-selection linear discriminant analysis; RF = random forest; PLS-DA = partial least 
squares discriminant analysis; LASSO = least absolute shrinkage and selection operator; EN = elastic net; Boost = boosting. 
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the components of the cow diets, whereas Capuano et 
al. (2014) used PLS-DA to discriminate between milk 
from fresh grass feeding, pasture grazing, and organic 
farming. Results from Klaffenböck et al. (2017) showed 
a range in R2 values from 0.35 to 0.76 (for hay expressed 
as percentages of feedstuffs in the total feed ration and 
pasture expressed as percentages of feedstuffs in the 
total feed ration, respectively). Thus, pasture has been 
the variable better predicted by the model. Capuano 
et al. (2014) reported sensitivity and specificity of 88% 
and 83% for milk from cows that had fresh grass in the 
daily ration and milk from cows that did not have fresh 
grass, respectively. Still, the results of these papers 
show the potential of MIRS to predict cow diet.

In the present paper, the discriminant analyses meth-
ods such as LDA, PLS-DA, and MB-DA provided the 
best results with an accuracy greater than 0.960. Speci-
ficity had the greatest range in the variability of the 
results compared with sensitivity (i.e., 0.863 and 0.135, 
respectively), even if specificity also had the greatest 
result compared with sensitivity (i.e., 0.980 and 0.962, 
respectively). These results highlight the tendency of 
the best methods (LDA and PLS-DA) to correctly 
classify samples from a TMR diet. All methods were 
able to provide accurate results on classifying pasture 
derived milks (lowest sensitivity reported by RF, and 
equal to 0.827). These results can be partly explained 
by the greatest number of observations belonging to 
pasture; therefore, all the models were able to recog-
nize this type of diet. These insights were confirmed 
by the values of the Cohen’s kappa coefficients. The 
analysis of this measure, jointly with the observation of 
the sensibility and specificity values, showed how some 
methods (PC-LR, RF, and boosting) produce satisfac-
tory results in terms of accuracy, mainly because of the 
unbalancedness between the 2 classes.

In the analyses reported in this work, the best per-
forming methods, according to all the measures of clas-
sification performance, were the discriminant analysis 
ones. According to Hastie et al. (2001), a reason moti-
vating these performances might be that “the data can 
only support simple decision boundaries such as linear 
or quadratic,” advocating the use of simpler models 
that can be more reliably estimated with respect to 
more complex alternatives. In fact, even if the data are 
very high dimensional, the strong correlations among 
the variables imply that they lie in a lower dimensional 
manifold, which appears to be adequately captured 
and described by discriminant analysis techniques. 
Moreover, these approaches belong to the class of the 
generative methods [as opposed to the discriminative 
ones, see Bishop and Lasserre (2007), for a discussion], 
which have been shown to “present several advantages 

in terms of modelling and understanding” when dealing 
with spectroscopic data (Jacques et al., 2010).

The good performance obtained when considering 
regularized logistic regression approaches might be due 
to the similarity between LDA and the logistic regres-
sion itself. In fact, as highlighted in section 4.4.5 of the 
book by Hastie et al. (2001), the 2 approaches share 
some strong connections, and they often provide similar 
results in practical applications.

Last, PC-LR provided the worst classification per-
formances, with a Cohen’s kappa coefficient indicating 
an almost completely random agreement. Despite be-
ing widely used, principal component analysis might 
be harmful if used to reduce the number of variables 
when the final aim is to discriminate between differ-
ent classes. In fact, as stated above and as opposed 
to PLS-DA, when building the PC, the relationships 
between the different diets and the observed spectra are 
not taken into account. Therefore, as stated in Chang 
(1983), principal component analysis may hide the 
group structure, thus providing poor results in terms 
of classification.

There is an increasing demand for grass-fed milk. 
Developing rapid methods such as MIRS to determine 
the origin of the milks in terms of cow diet will be 
important in substantiating any marketing claims in 
terms of true grass- or pasture-fed milk. The results 
from the present study offer a promising insight and 
can be easily and successfully integrated and used by 
milk manufactures to identify or authenticate grass-fed 
milk. The success of the discrimination between cow 
diet is already evident by looking at the preliminary 
analyses (i.e., Figure 1). The 2 classes are clearly distin-
guishable, confirming that the data contains adequate 
information to discriminate between milk samples from 
cows fed different diets. Again, the graphical repre-
sentation has been obtained considering discriminant 
analysis tools, whereas, for example, discrimination 
among diets was not visible in the space spanned by 
the first PC. When considering that grass and clover 
diets were both pasture-based systems, the similarities 
between the feeding regimens were reflected in the nar-
rower separation between the points.

The experiment designed by O’Callaghan et al. 
(2016) constructs a controlled experimental setting. 
Nonetheless, it represents the first study of its kind 
in Ireland, and probably the world, to experimentally 
compare controlled pasture versus TMR diets across 
a full lactation. As such, it can be seen as a starting 
point for future works to explore the relation between 
the cow feeding regimens and quality of milk in less 
controlled experimental environments. For example, 
although the analyses were conducted using individual 
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animal milk samples, it would have been interesting 
to also test the discriminative ability of the methods 
on bulk milks from TMR-fed and pasture-fed herds. In 
this case, a possible source of variation, due to animal 
specific features, would be avoided. Therefore, we think 
that when the farming system is kept constant across 
all cows on the same herd, the calibrations developed 
should be able to perform well in that scenario as well.

Wavelength Selection

In their work, Bittante and Cecchinato (2013) re-
ported the relationship between the different chemical 
bonds and the MIRS wavelengths. Based on the im-
portant wavelengths selected by the different methods 
(such as 968.09 cm−1, 1438.63 cm−1, and 1,465.63 cm−1), 
chemical bonds such as trans-disubstituted alkenes (as-
sociated with wavelength 965 cm−1), the double bond 
C=C (associated with wavelength 1,450 cm−1), and the 
methylene (associated with wavelength 1,470 cm−1) 
were particularly relevant for discriminating among 
cow diets. Other components associated with impor-
tant wavelengths identified by the different methods 
were alkyl bonds, monosubstituted alkenes bond, the 
C–O bonds (which includes alcohols, phenols, ethers, 
carboxylic acids, and esters), the fluoroalkanes bond, 
and the N–O bonds (nitro compounds, which includes 
aliphatic and aromatic bonds). In recent years, MIRS 
has been successfully used to predict concentrations of 
fatty acids in milk (Soyeurt et al., 2006; Bonfatti et 
al., 2017), which can be incorporated into the routine 
weekly analysis of milks and give important insights 
into herd health (de novo fatty acids) and prediction 
of product properties such as butter texture (saturated 
fatty acids).

Some of the methods tended to select wavelengths 
that were quite close to the regions associated with 
water. This can be associated with the presence of in-
formation also on the regions that is usually considered 
to be highly noisy and thus uninformative. It might be 
worth further exploring this phenomenon, as it would 
be interesting to evaluate if these regions unexpectedly 
carry useful information that can somehow be consid-
ered during the analyses.

The analysis of the important wavelengths can be use-
ful to develop MIRS instruments that use only specific 
wavelengths, producing cheaper instruments focused on 
the prediction of cow diet. Variable-selection discrimi-
nant analysis identified 14 wavelengths, predicting cow 
diet with an accuracy of 0.89. This instrument could 
be used both in the manufacturing industry, to test the 
milk in the different process stages, and at the super-
market, to test some random samples.

CONCLUSIONS

This research provided a comprehensive overview on 
the ability of several statistical and machine-learning 
techniques to distinguish between pasture-based and 
nonpasture-derived milk products. This application 
might be widely useful, adding value to the interna-
tional dairy industry as the demand for grass-fed dairy 
continues to rise. Linear discriminant analysis and 
PLS-DA offered the greatest level of accuracy for the 
prediction of cow diet from MIRS. However, further 
work expanding the sample database in terms of diet 
and stage of lactation would be beneficial to improve 
robustness, mainly due to the difficulties in discrimi-
nating cow diet in pasture-based systems in early lacta-
tion where concentrates are typically fed to cows to 
avoid severe negative energy balance. The collection of 
MIRS from individual farms is already routine on a lot 
of dairy regions, forming the basis for farmer payment 
schemes. As such, the implementation of such models 
to further harness information for these spectra would 
be beneficial to the industry across the supply chain. 
Furthermore, our understanding of the factors affecting 
or represented by the individual wavelengths of MIRS 
is ever expanding. Herein, wavelengths that responded 
to animal diet are outlined, giving greater insight into 
intrinsic factors affecting the MIRS of milk.
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